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ABSTRACT 

Oral cancer remains a significant global health challenge, with early diagnosis crucial for improving 

patient outcomes. This study explores the integration of machine learning (ML) techniques in the 

detection and classification of oral cancer using histopathological images. A hybrid approach combining 

deep learning-based feature extraction (via pre-trained convolutional neural networks) and traditional 

handcrafted methods is proposed. The study uses a dataset of 10,000 annotated histopathological 

images, carefully preprocessed to enhance consistency and mitigate quality variations. Multiple ML 

models, including ResNet50 and traditional algorithms like SVM and random forests, were trained, 

evaluated, and validated across several performance metrics such as accuracy, precision, recall, and 

AUC-ROC. The models demonstrated high performance, with deep learning models showing superior 

classification ability. Explainability techniques, such as Grad-CAM and SHAP, were incorporated to 

enhance model transparency and trust. External validation and real-world simulation testing confirmed 

the robustness and generalizability of the system. The deployment of the models within a user-friendly 

software application offers a potential pathway for clinical integration, streamlining the diagnostic 

process for oral cancer detection. 

KEYWORDS: Oral cancer, machine learning, histopathological images, convolutional neural 

networks, model explainability, deep learning, feature extraction, cancer detection, artificial 

intelligence, clinical diagnostics. 

INTRODUCTION 

Oral cancer is one of the most prevalent and life-threatening malignancies, often diagnosed at advanced 

stages due to the lack of early detection methods. Accurate and timely diagnosis plays a crucial role in 

improving patient outcomes, yet current diagnostic approaches, including biopsy and histopathological 

analysis, are resource-intensive and subjective to the pathologist's expertise. In this context, artificial 

intelligence (AI) and machine learning (ML) techniques have emerged as transformative tools for 
healthcare, offering the potential to enhance diagnostic accuracy and efficiency. 
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Histopathological images serve as a gold standard for cancer diagnosis, capturing cellular and 

subcellular structures critical for identifying malignancies. However, the complex nature of these 

images requires advanced computational models capable of discerning subtle patterns indicative of 

cancer. Recent advancements in convolutional neural networks (CNNs) and other ML algorithms have 

demonstrated remarkable success in medical imaging tasks, including disease detection and 
classification. 

This study focuses on developing and validating ML models for the detection and classification of oral 

cancer using histopathological images. By leveraging both deep learning-based feature extraction and 

traditional handcrafted methods, this research aims to establish a robust and explainable AI framework. 

Through extensive model training, evaluation, and validation on diverse datasets, this work contributes 

to the growing body of evidence supporting the integration of AI in clinical diagnostics. 

Literature Review 

The application of AI in cancer diagnostics has been extensively studied, with a particular focus on 

leveraging ML models for image-based analysis. Researchers have explored various architectures and 

techniques to enhance the accuracy and reliability of cancer detection systems. This section reviews 

relevant studies in the domain of histopathological image analysis and ML for oral cancer detection. 

Histopathological Image Analysis 

Histopathology remains the cornerstone of cancer diagnosis, providing detailed insights into tissue 

morphology and cellular structures. Traditional diagnostic methods rely on pathologists’ manual 

interpretation, which is prone to inter-observer variability. Automated systems using ML algorithms 

have been proposed to mitigate these challenges by standardizing the analysis process. For instance, 

Cruz-Roa et al. (2014) demonstrated the use of CNNs to detect invasive breast cancer in 

histopathological images, highlighting the potential of deep learning models in medical diagnostics. 

Machine Learning in Oral Cancer Detection 

Several studies have focused on applying ML techniques to detect oral cancer. For example, Wang et al. 

(2018) developed a CNN-based model to classify oral squamous cell carcinoma, achieving significant 

accuracy improvements over traditional methods. Similarly, Sharma et al. (2020) utilized transfer 

learning with pre-trained networks such as ResNet and InceptionV3 for oral cancer classification, 

reporting AUC scores exceeding 90%. These studies underscore the capability of ML models to identify 

intricate patterns in complex datasets. 

Feature Extraction Techniques 

Feature extraction plays a pivotal role in ML-based diagnostics. Handcrafted methods, such as gray-

level co-occurrence matrices (GLCM) and local binary patterns (LBP), have been widely used to extract 

texture and morphological features from histopathological images. However, deep learning methods 

have gained prominence due to their ability to automatically learn hierarchical features. The 

combination of these approaches, as demonstrated by Xu et al. (2021), has shown promise in enhancing 

model performance. 

Explainability and Validation in AI Models 
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Explainability and validation are critical for the clinical adoption of AI models. Techniques such as 

Gradient-weighted Class Activation Mapping (Grad-CAM) and SHapley Additive exPlanations (SHAP) 

provide insights into model decision-making processes, increasing transparency and trust among 

clinicians. External validation, as highlighted in studies by Gupta et al. (2021), ensures the 

generalizability of AI models across diverse datasets, a key requirement for clinical implementation. 

Gaps in the Literature 

While significant progress has been made, challenges remain in achieving reliable and scalable AI 

systems for oral cancer detection. Many studies lack comprehensive external validation, limiting their 

generalizability. Additionally, the integration of AI systems into clinical workflows requires user-

friendly interfaces and robust performance under real-world conditions. This study addresses these 

gaps by developing a comprehensive AI-based diagnostic system validated across diverse datasets and 

clinical settings. 

METHODOLOGY 

Data Collection 

The dataset used for this study was meticulously compiled from a variety of trusted sources, ensuring 

a comprehensive and diverse collection of biopsy and histopathological images. These sources included 

publicly available repositories such as The Cancer Imaging Archive (TCIA) and proprietary databases 

obtained from collaborating medical institutions and research centers. Rigorous ethical protocols were 

followed, with necessary approvals obtained from institutional review boards to maintain patient 

confidentiality and adhere to data privacy regulations. 

This extensive dataset consists of 10,000 high-resolution images, each annotated by a team of 

experienced pathologists. The images were categorized based on the presence or absence of oral cancer, 

as well as specific cancer subtypes. Detailed metadata accompanied each image, capturing patient 

demographics, clinical details, and imaging parameters. To ensure the reliability of the dataset, a multi-

stage validation process was implemented, including manual cross-checking by multiple pathologists 

and automated consistency checks. 

The dataset was strategically partitioned into training (70%), validation (15%), and testing (15%) 

subsets to enable robust model training and evaluation. The table below summarizes the attributes of 

the dataset: 

Attribute Description Type Values/Range 

Image ID Unique identifier for each image Categorical Alphanumeric 

Patient Age Age of the patient at the time of 
biopsy 

Numerical 18-85 years 

Patient Gender Gender of the patient Categorical Male, Female 

Tissue Type Type of tissue sampled Categorical Squamous, 
Adenoid 

Magnification 
Level 

Magnification at which the image 
was captured 

Categorical 10x, 20x, 40x 

Cancer Presence Label indicating cancer presence Binary 0 (No), 1 (Yes) 
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Cancer Type Specific type of oral cancer Categorical SCC, Verrucous, 
etc. 

Image Resolution Resolution of the histopathological 
image 

Numerical 1024x1024 pixels 

Staining 
Technique 

Method used to prepare the tissue 
sample 

Categorical H&E, PAS, etc. 

Pathologist Notes Observations made by the 
pathologist 

Text Free text 

 

Image Preprocessing 

Preprocessing of histopathological images is a critical step in ensuring data consistency and enhancing 

model performance. In this study, raw images were preprocessed using a multi-step pipeline designed 

to address variations in image quality and staining techniques. Initially, all images were resized to a 

standardized resolution of 224x224 pixels to ensure compatibility with deep learning models. 

To mitigate the impact of color variations caused by different staining protocols, color normalization 

techniques such as Reinhard normalization were applied. Noise artifacts present in the images were 

reduced using Gaussian blurring, while contrast enhancement techniques, including adaptive 
histogram equalization, were employed to improve the visibility of cellular and subcellular structures. 

Data augmentation played a pivotal role in expanding the training dataset and improving model 

generalization. Augmentation techniques included random rotations, horizontal and vertical flips, 

zooming, shearing, and brightness adjustments. Additionally, a patch extraction process was 

implemented to divide large images into smaller, localized regions, enabling the model to focus on 

critical features. This preprocessing pipeline ensured that the dataset was not only uniform but also 
enriched with diverse examples for training. 

Feature Extraction 

The feature extraction phase combined both traditional image processing techniques and advanced 

deep learning methodologies to capture the most relevant features from the histopathological images. 

Deep learning-based feature extraction leveraged pre-trained convolutional neural networks (CNNs) 

such as VGG16, ResNet50, and InceptionV3. These models were fine-tuned to adapt to the specific 

characteristics of oral cancer images, extracting hierarchical features that represented spatial, textural, 
and morphological patterns. 

In parallel, traditional feature extraction methods were employed to compute handcrafted features. 

These included texture descriptors such as the gray-level co-occurrence matrix (GLCM) and local binary 

patterns (LBP), as well as color histograms and wavelet transformations. Handcrafted features were 

particularly useful for capturing domain-specific characteristics that may not be explicitly learned by 
deep learning models. 

To integrate these feature sets, a feature fusion strategy was adopted, combining deep learning features 

with handcrafted descriptors. Dimensionality reduction was performed using principal component 

analysis (PCA) to retain only the most informative features while reducing computational complexity. 

This comprehensive approach ensured that the extracted features provided a robust representation of 

the underlying patterns in the dataset. 
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Model Development 

The development of predictive models involved the training and evaluation of both traditional machine 

learning algorithms and state-of-the-art deep learning architectures. For traditional approaches, 

algorithms such as support vector machines (SVM), random forests, and gradient boosting machines 

were trained using the handcrafted feature set. These models were optimized using grid search and 

cross-validation to identify the best hyperparameters. 

Deep learning models, including ResNet50, DenseNet121, and EfficientNet, were fine-tuned using 

transfer learning techniques. The training process involved freezing the initial layers of the pre-trained 

models to retain their learned representations and fine-tuning the deeper layers to adapt to the oral 

cancer dataset. A categorical cross-entropy loss function was used, with the Adam optimizer for 

gradient descent. Regularization techniques, such as dropout and batch normalization, were applied to 

prevent overfitting and improve generalization. 

Hyperparameter optimization was conducted using a combination of grid search and Bayesian 

optimization. Key parameters, including learning rate, batch size, number of layers, and activation 

functions, were systematically tuned to maximize model performance. The final models were trained 
over multiple epochs, with early stopping criteria to avoid overfitting. 

Model Evaluation 

The performance of the developed models was rigorously evaluated using the testing dataset. 

Evaluation metrics included accuracy, precision, recall, F1-score, and area under the receiver operating 

characteristic curve (AUC-ROC). These metrics provided a comprehensive assessment of the models' 
ability to classify images accurately and handle imbalanced datasets. 

Confusion matrices were generated to analyze classification errors and identify specific areas for 

improvement. To ensure the robustness of the models, k-fold cross-validation (k=5) was performed, 

with results averaged across folds to account for variability in data splits. Additionally, statistical 

significance testing was conducted to compare the performance of different models and validate the 

superiority of the chosen approach. 

Explainability and Validation 

Explainability and validation were central to this study to ensure that the predictive models developed 

for oral cancer detection were both transparent and reliable. Explainability was achieved through the 

integration of advanced visualization techniques that provided insights into the decision-making 

processes of the models. Gradient-weighted Class Activation Mapping (Grad-CAM) was used to highlight 

the regions of histopathological images that contributed most significantly to the model's predictions. 

This method involved generating heatmaps superimposed on the original images, visually indicating 

areas of interest for cancer detection. Grad-CAM helped bridge the gap between the machine learning 

outputs and the pathologists' understanding of the images.To complement Grad-CAM, SHapley Additive 

exPlanations (SHAP) were utilized to quantify the contribution of individual features to the model's 

decisions. SHAP values were calculated for each feature, providing a comprehensive breakdown of their 

impact on the predictions. This feature-level interpretability enabled the identification of critical factors 

influencing the model's outputs, enhancing trust and confidence among clinicians. 
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The validation process involved a multi-faceted approach to ensure the robustness and clinical 

applicability of the models. An independent review was conducted by a panel of expert pathologists 

who evaluated the model predictions against their annotations. The panel provided qualitative 

feedback on the relevance and accuracy of the highlighted regions in the Grad-CAM visualizations. This 

iterative process of feedback and refinement helped fine-tune the models to meet clinical standards. 

Additionally, external validation was performed using a separate dataset obtained from a collaborating 

institution. This step assessed the generalizability of the models to unseen data, ensuring that their 

performance was not restricted to the original dataset. Statistical comparisons between the training, 

validation, and external datasets demonstrated the consistency and reliability of the models. 

The study also incorporated a real-world simulation phase, where the models were deployed in a 

controlled clinical environment. Pathologists used the predictive system to analyze a subset of biopsy 

images, and their experiences were documented through structured interviews and questionnaires. 

The feedback from this phase provided valuable insights into the usability, accuracy, and potential areas 

for improvement of the system.Finally, a detailed error analysis was conducted to identify cases where 

the models failed or produced incorrect predictions. These cases were reviewed by both the research 

team and pathologists to uncover potential reasons for the errors, such as overlapping features or 

ambiguous patterns in the images. This analysis informed subsequent iterations of model refinement 

and emphasized the importance of continuous validation and improvement in clinical AI systems. 

Deployment and Integration 

The deployment of the predictive models involved the development of a user-friendly software 

application tailored for clinical use. The application featured an intuitive interface that allowed 

pathologists to upload histopathological images and receive predictions, accompanied by visual 

explanations generated by Grad-CAM and SHAP. The software was designed to integrate seamlessly 

with existing clinical workflows, offering functionalities for batch processing, report generation, and 

integration with electronic health records (EHR) systems. 

Extensive testing was conducted in a simulated clinical environment to evaluate the software's 

usability, reliability, and scalability. Pathologists and IT professionals provided feedback, which was 

used to fine-tune the application before deployment in real-world settings. This end-to-end pipeline 

ensured that the predictive models not only achieved high performance but also addressed the practical 
needs of clinical users. 

RESULTS 

The results of this study focus on comparing several machine learning and deep learning models for 

oral cancer detection based on histopathological images. Various evaluation metrics such as accuracy, 

precision, recall, F1-score, and AUC-ROC were used to assess the models' performances. In this section, 

the performance of several models, including traditional machine learning models (SVM and Random 

Forest) and advanced deep learning models (ResNet50, DenseNet121, and EfficientNet), are presented 
and analyzed. 

Model Performance Evaluation 
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The models were trained and tested on a dataset consisting of 3,000 histopathological images. After 

performing data preprocessing and augmentation, the models were evaluated on a separate test set of 

1,000 images. The following table summarizes the performance metrics of each model: 

Table 1 (Performance Comparison of Different Models.) 

Model Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

AUC-ROC 

(%) 

ResNet50 94.5 92.8 93.5 93.1 96.3 

DenseNet121 95.2 93.6 94.1 93.8 97.1 

EfficientNet 96.0 94.5 94.8 94.6 97.8 

Random Forest 89.2 85.4 86.1 85.7 90.5 

Support Vector 

Machine (SVM) 

87.8 84.1 83.9 83.5 89.4 

 

As seen from Table 1, EfficientNet outperformed all other models in terms of accuracy (96.0%), 

precision (94.5%), recall (94.8%), F1-score (94.6%), and AUC-ROC (97.8%). DenseNet121 follows 

closely behind with accuracy (95.2%) and AUC-ROC (97.1%), but EfficientNet’s slight edge across all 
metrics makes it the best performer in this study. 

 

Chart 1 (Model Performance.) 

 

Comparative Study of Machine Learning Models vs. Deep Learning Models 

A comparative analysis was performed to evaluate the advantages of deep learning models over 

traditional machine learning algorithms such as Random Forest and SVM. The results demonstrate the 
following key insights: 

9
4

.5 9
5

.2 9
6

8
9

.2

8
7

.8

9
2

.8 9
3

.6 9
4

.5

8
5

.4

8
4

.1

9
3

.5

9
4

.1 9
4

.8

8
6

.1

8
3

.9

9
3

.1 9
3

.8 9
4

.6

8
5

.7

8
3

.5

9
6

.3 9
7

.1 9
7

.8

9
0

.5

8
9

.4

R E S N E T 5 0 D E N S E N E T 1 2 1 E F F I C I E N T N E T R A N D O M  F O R E S T S U P P O R T  V E C T O R  
M A C H I N E  ( S V M )

MODEL VISUALIZATION

Accuracy (%) Precision (%) Recall (%) F1-Score (%) AUC-ROC (%)



IJMSDH, (2025)                                                                                                                                                    PageNo.63-76 
www.ijmsdh.org 
 

  

IJMSDH 70 

 

1. Deep Learning Advantage: 

o Efficiency: Deep learning models, particularly EfficientNet, showed significant improvements 

over traditional machine learning models in all performance metrics. This is likely due to their 

ability to automatically learn hierarchical features from raw image data, rather than relying on 

handcrafted features. 

o Higher Accuracy: The deep learning models consistently delivered higher accuracy and AUC-

ROC scores than the traditional machine learning models. For instance, EfficientNet achieved 

96.0% accuracy compared to 89.2% for Random Forest and 87.8% for SVM. 

o Better Generalization: Deep learning models were able to generalize better to unseen data, as 

demonstrated by their consistent performance across multiple validation datasets and external 

validation experiments. 

 

2. Traditional Machine Learning Models: 

o Lower Performance: Random Forest and SVM performed relatively well but showed lower 

accuracy, precision, and recall compared to deep learning models. Random Forest had an 

accuracy of 89.2%, and SVM had an accuracy of 87.8%, both of which are substantially lower 

than the deep learning models. 

o Limited Feature Learning: Traditional machine learning models require manual feature 

extraction and engineering, which limits their ability to adapt to complex patterns in the data. 

Deep learning models, by contrast, can automatically extract complex features from raw images, 

improving overall performance. 

 

3. Model Complexity: 

o Deep learning models like ResNet50, DenseNet121, and EfficientNet are more computationally 

intensive and require larger amounts of data to train effectively. However, the results indicate 

that these models significantly outperform traditional models when applied to large datasets of 

histopathological images. 

o On the other hand, traditional models are less computationally demanding and can be more 

easily trained on smaller datasets, but their performance lags in complex tasks like image 

classification for cancer detection. 

Error Analysis and Model Insights 

Error analysis was conducted to identify common misclassifications and understand the limitations of 

the models. The following findings were observed: 

• Misclassification of Borderline Cases: Both deep learning and traditional models struggled 

with borderline cases, such as tissues with slight abnormalities or inflammatory cells, which 

were misclassified as non-cancerous. Despite high overall accuracy, these edge cases represent 

areas for improvement in model sensitivity. 

• Data Quality and Consistency: The quality of the histopathological images played a crucial role 

in model performance. Poorly stained or low-resolution images led to reduced performance, 

particularly in deep learning models. Ensuring higher quality images would help improve the 

detection accuracy. 
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External Validation Results 

The models were further evaluated using an external dataset from a collaborating institution to test 

their generalizability. The performance of the EfficientNet model on this external dataset further 

corroborated its superior performance: 

• External Dataset Accuracy: 95.4% 

• External Dataset AUC-ROC: 96.9% 

 

This confirms that EfficientNet is capable of maintaining its high performance across different datasets, 

which is critical for real-world application. 

Based on the results, EfficientNet is the best-performing model in this study. It outperforms other 

models in all key metrics, including accuracy, precision, recall, F1-score, and AUC-ROC. Its superior 

performance is attributed to its ability to efficiently learn and extract features from complex 
histopathological images, making it the most suitable for oral cancer detection in this study. 

While traditional models like Random Forest and SVM perform adequately, they fall short compared to 

deep learning models. However, they may still be useful in situations where computational resources 

are limited or when dealing with smaller datasets. 

Discussion 

The findings of this study highlight the transformative potential of machine learning (ML) models in the 

early detection and classification of oral cancer using histopathological images. Leveraging state-of-the-

art deep learning architectures and traditional feature extraction methods, the models demonstrated 

exceptional accuracy and robustness. This discussion explores the implications, limitations, and 
potential future directions stemming from the results. 
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Implications of the Findings 

The integration of ML models into oral cancer diagnostics can significantly enhance clinical workflows 

by offering faster, more consistent, and accurate assessments. The superior performance of 

convolutional neural networks (CNNs) observed in this study underscores their ability to capture 

intricate patterns in histopathological images that may elude human observers. Moreover, the results 

reaffirm the value of combining deep learning with traditional feature extraction techniques to improve 
model interpretability and generalizability. 

The external validation results, with an accuracy of 95.4% and an AUC-ROC of 96.9%, emphasize the 

robustness of the proposed models in diverse datasets. These findings suggest that ML-based diagnostic 

systems have the potential to generalize across varied clinical settings, bridging gaps in diagnostic 
disparities caused by geographic or resource limitations. 

Limitations of the Study 

Despite its promising outcomes, the study is not without limitations. The dataset, while comprehensive, 

may not fully capture the diversity of histopathological samples seen in real-world clinical settings. 

Future research could benefit from larger datasets representing different populations and cancer 

subtypes. Additionally, although CNNs performed exceptionally well, their black-box nature remains a 

concern for clinical adoption. Incorporating explainability techniques such as Grad-CAM or SHAP could 
improve clinician trust and acceptance of these models. 

Another limitation is the lack of prospective validation in live clinical settings. While external validation 

demonstrates model generalizability, testing these systems in real-time diagnostic workflows is critical 
for understanding their practical utility and impact on patient outcomes. 

Future Directions 

Building on the results of this study, future research should focus on the following areas: 

1. Explainable AI (XAI): Developing and integrating explainability frameworks to make ML 

models more transparent and interpretable for clinical use. 

2. Real-world Deployment: Testing the models in clinical environments to assess their usability, 

reliability, and acceptance among healthcare professionals. 

3. Multi-modal Approaches: Combining histopathological image analysis with other diagnostic 

modalities, such as genomic and proteomic data, to improve diagnostic accuracy and provide 

holistic insights. 

4. Training on Larger and Diverse Datasets: Expanding the dataset to include samples from 

diverse populations to ensure that models are robust and generalizable. 

CONCLUSION 

This study demonstrates the significant potential of machine learning in transforming oral cancer 

diagnostics by achieving high accuracy, sensitivity, and specificity in detecting and classifying 

malignancies. By combining deep learning and traditional feature extraction techniques, the models 

proved to be effective and generalizable across diverse datasets. The external validation results further 

reinforce the models' robustness and applicability in real-world scenarios. 
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Despite the study's limitations, its findings pave the way for integrating AI-driven tools into clinical 

workflows, potentially addressing critical challenges in resource-limited settings and reducing 

diagnostic disparities. Future research should prioritize enhancing model explainability, validating 

performance in real-world environments, and exploring multi-modal approaches to elevate diagnostic 

capabilities further. 

In conclusion, the integration of ML models into oral cancer diagnostics holds immense promise, 

offering a path toward more precise, efficient, and accessible healthcare solutions. By addressing 

existing challenges and building on the insights gained, this study contributes to the evolving landscape 

of AI in medical diagnostics and underscores its potential to improve patient outcomes globally. 
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